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ABSTRACT

The ability to forecast traffic congestion ahead of time given
road conditions has remained a prominent problem in road
traffic analysis. In this work, we leverage mobility traces
of public transport vehicles tracked by the New York City
MTA and formulate Message-Passing Recurrent Neural Nets
(MPRNN) to produce long-term traffic forecasting on data
that is sparse but wide in coverage. We model the interactions
among road segments spread over the entirety of Manhattan,
New York over a period of 3 months, such that traffic con-
ditions can be propagated to > 90% of examined segments
from just a few observations. In comparison to other compet-
ing algorithms, MPRNN achieves the lowest mean error of
< 0.3 mph when predicting ahead in 10 minute intervals, for
up to 3 road segments ahead (message passing across 3 hops).
The MPRNN model further offers compelling results when
forecasting traffic speeds several hours ahead given distant
observations up to approximately 1 kilometer away (three
consecutive bus stops) with a mean error of about 2 mph.

Index Terms— Road traffic, deep learning, message
passing, recurrent neural networks

1. INTRODUCTION

In this work, we present a new take on the problem of traf-
fic forecasting from sparse but easily available and accessible
data such as mobility traces of public transportation vehicles.
Many popular traffic prediction applications that are used for
travel time prediction today such as Google Maps and Waze
rely on large amounts of crowdsourced data from human mo-
bile phone users on the road [1]. This crowdsourced approach
is typically not useful or reliable in all but the big cities [2],
since data is either unavailable or stale. Such an approach is
also difficult to implement in regions with strict regulations
on free data access and privacy concern among the public.
We demonstrate in this work that it is possible to fore-
cast road traffic conditions, in particular the level of conges-
tion, from sparse data collected from significantly fewer input
sources. Our input sources are public transportation buses fit-
ted with location trackers. A significant difference from more
traditional takes in this problem is the sparsity of the data in
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time and space. On the space front, we note that buses typ-
ically ply only on select road segments in a city in a pre-
dictable and repeatable fashion, covering only a fraction of
all the roads in a city. On the time front, we note that many
related works use either taxi traces [3, 4, 5] or data from spe-
cialized instrumentation called loop detectors [6, 7, 8]. These
data sources supply data nearly continually throughout the
day by very nature of design, whereas buses do not ply with as
much temporal frequency and spatial coverage at late nights
as much as during the day times.

Accurate modeling of traffic flow and congestion requires
additional features apart from vehicle traces that directly im-
pact traffic flow, such as the number of lanes, frequency of
stop lights and pedestrian density. However, the public transit
authorities may either not collect such data or may not make
them available to us. Without the full set of features, forecast-
ing road conditions strays further from simulating a closed
system and thus traffic patterns appear highly non-linear. In
this paper, we motivate Message-Passing RNN (MPRNN)
which reduces confounding effects through spatial awareness
and models interactions between road segments such that
forecasts are resilient to unreliable local measurements. Us-
ing the MPRNN, we are able to make longer-term forecasts
of traffic speeds in both space and time using only limited
input data from a small number of road segments.

Our contributions in this work are three-fold from a per-
formance point-of-view. First is the novel application of the
message-passing neural network formulation in the context
of traffic congestion forecasting and mapping. We demon-
strate improved prediction performance, as well as better and
faster modeling of spatial interactions using the MPRNN
formulation. Second, we show, for the first time, competi-
tive forecasting results over a working day period (approx
12 hours). The MPRNN is able to predict next step traffic
speeds with an impressively low error less than 0.3 mph,
and forecast over longer periods with an minimum error of
about 1.8 mph. Third, we demonstrate the ability to forecast
speeds at road segments that are not immediately adjacent to
observed road segments (‘“spatial” forecasting). In fact, we
are able to forecast speeds in a segment using limited data
from segments up to about one kilometer (0.6 mile) away.
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2. RELATED WORKS

The problem of short-term road traffic forecasting is an area
replete with studies, as summarized in an excellent and long
review of the area [9], with discussions and references to more
than 200 works. [10] is also another good review. Traditional
approaches to travel time prediction such as ARIMA models
and their variants, and Kalman filters, work well to estimate
next-step future values in time series, and have been used with
some moderate success in short-term traffic flow prediction
[11, 12]. But as more recent works have repeatedly shown [6,
3, 8,4, 7], ARIMA and similar approaches do not model spa-
tial dependencies between connecting road links sufficiently,
and thus not do not yield the best predictive performance.
The congestion state in a road segment depends strongly on
the states upstream as well as downstream. Second, ARIMA
methods are extremely poor at long-term forecasting. And
third, they assume that the time series data is stationary, which
cannot be expected of the real traffic speeds. The most recent
works cited here attempt to address many of these issues us-
ing different deep neural net architectures, but evaluated on
datasets of a different nature viz. taxi traces and loop detector
data, that are denser and richer than our dataset. We utilize a
simpler architecture that works with sparse datasets such as
ours, and yielding performance comparable to [6].

3. DATASET AND GRAPHICAL REPRESENTATION

The Metropolitan Transportation Authority (MTA) in New
York City provides a raw datalog of locations reported contin-
ually by the MTA buses. The available information is not only
sparse in space, but coarse. Each bus reports a timestamp, dis-
tance traveled in the trip, and a stop code referring to the next
bus stop. We define a segment as the portion of a bus route be-
tween two consecutive bus stops. Data entries are received at
an arbitrary interval close to < 1 minute, sometimes observed
as low as 30 seconds. We utilized a downloadable historical
dump [13] of all bus locations over a continuous period of 90
days in 2014 in Manhattan. The data contains information for
about 42 different bus routes, covering over 685 bus stops,
across the borough of Manhattan.

In the data preparation step, speeds are computed for each
individual bus from the distance and timestamp information.
The speeds from multiple buses are then aggregated at each
segment at 10 minute intervals to create a time series for each
segment. As a result of this procedure, traffic speed data is
obtained at far greater spatial coverage than what would be
obtained from loop detectors, which are usually placed only
on arterial and peripheral roads. A segment graph is con-
structed with the sparse data to observe the approximate flow
of traffic between bus stops at a point in time. Each node in
the graph represents a segment and holds the average speed in
a 10 minute interval. It is a directed graph, and there exists an
edge between two segments if they share a common bus stop

Fig. 1. Traffic graph defined over Manhattan divided into
chunks of 5-hop subgraphs on which models are evaluated
(each color is a subgraph). 5-hop subgraphs consist of all seg-
ments within five upstream and five downstream hops based
around a selected root segment.

or, equivalently, if they are adjacent to one another. Figure 1
shows a graph of the traffic segments in Manhattan.

4. APPROACH

4.1. Mixed-Adjacency Recurrent Neural Net

We define a Mixed-Adjacency Recurrent Neural Net (MXRNN)
to investigate the capability of Recurrent Neural Nets to dis-
ambiguate interactions between input measurements belong-
ing to different nodes with no knowledge of their spatial
connectivity. This serves as a baseline performance for us
when studying neural network approaches. Measurements in
each subgraph are flattened into a 1-dimensional vector by
fixing the order of nodes. As the initial choice of ordering
can be arbitrary, no prior adjacency information is given to
MXRNN. In other words, MXRNN consists of an RNN for
each subgraph, with readings from all input segments flat-
tened out before feeding into the RNN. The spatial interac-
tions of traffic and dependencies are learned during training.
We use Long-Short Term Memory (LSTM) cells which aid in
detecting long-term dependencies [14] and have been shown
to work well for time series prediction models.

4.2. Message-Passing Recurrent Neural Net

We introduce greater supervision and regularization steps
to improve generalization ability from the naive MXRNN
in the form of a “graphically aware” message-passing neu-
ral net called the Message-Passing Recurrent Neural Net
(MPRNN). The MPRNN is a deep neural network architec-
ture with differentiable operations which iterate message-
passing among connected nodes in our traffic graph and a
recurrent architecture to detect temporal effects. Through
tunable model parameters, MPRNN explicitly controls the
breadth of information propagation between connected nodes
in the graph and the flow of information based on the direc-
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Fig. 2. Procedural Training: Parameters trained for smaller
subgraphs are transferred to initialize training progressively
larger subgraphs of £ = 1...5.

tionality of node adjacencies (§3). In our results, we observe
the introduction of message-passing improves generalization
over baseline models (§5.2).

Departing from Graph Convolution [15], a state-maintaining

messenger and LSTM unit is defined for each node v € V
in the traffic graph where one node is solely responsible for
learning the traffic patterns in that node given neighboring
states. The set of neighbors, N (v), of a node v is the set of
adjacent road segments. In evaluation, each node converses
in messages with their immediate neighbors based on the
current observations, and then updates the internal states
{ht(v) | w € V} in its LSTM unit. At time ¢ + 1, the speed
is predicted from the internal state. Message-passing oper-
ates by allowing one node to observe the hidden state of its
neighbors. Performing multiple iterations of message-passing
allows the propagation of information beyond immediate
neighbors.

4.3. Training

For both the MPRNN and MXRNN, the initial hidden state
for each segment at ¢ = 0, ho(v), is initialized randomly
during training and evaluation, sampled from N (0,1), since
the previous traffic conditions are unknown. In training, loss
is computed using Mean-Squared Error (MSE) to obtain
a regression on predicted speeds. For all the LSTM cells,
we picked 24 as the history length, or the length of un-
rolled LSTM network. Empirical challenges exist with back-
propagating the gradient over exceedingly long histories, as
gradients are distributed among more parameters [16]. Also,
in the context of traffic flow, we also do not expect effects to
be propagated significantly more than a few hours ahead in
time. A history length of 24 corresponds to 4 hours of history
(at one sample every 10 minutes), which is neither too small
nor too large.

We follow a training curriculum where the model is de-
fined and trained on smaller subgraphs then on increasingly
larger graphs with transferred weights for previously trained
nodes. Figure 2 shows the procedure as the number of hops-k
increases. For the first 8 epochs, only the parameters defined
on nodes newly introduced from k&’ — 1 — k' hops receives
gradient update. Then, all parameters are fine tuned in a fi-
nal epoch. This training procedure was determined to obtain

Model | k=1 [ k=2 | k=3
Root-mean squared error (RMSE) (mph)

Linear 0.5054+0.7 | 0.647+0.8 | 0.752 + 1.1

MXRNN 0.283+0.3 | 0.291 +0.4 | 0.672+ 1.8

GCN [17] - 0.294+0.3 | 0.294+0.3

ASTGCN [6] | 0.286 + 0.3 | 0.274 + 0.3 | 0.272 + 0.2

MPRNN 0.273 + 0.4 | 0.260 + 0.3 | 0.272 + 0.3

Table 1. Next timestep prediction (¢ + 1) accuracy evaluated
on a reserved period of 18 continuous days. RMSE measure-
ments are shown first, with Pearson Correlation Coefficient
below.

quicker convergence for large hops and also to preserve well-
performing local parameters from becoming diluted. As all
segments were ensured to have > 50% data availability, a
roughly equal volume of continuous data measurements of 18
days in the latter of the data collection period were reserved
for testing and the remaining 72 days were used in training.

Specific to the MPRNN implementation, one iteration of
message-passing dictates the propagation of one node’s state
to its neighbors. Multiple iterations of message-passing al-
lows broader spread of information with tradeoffs in train-
evaluation time. A fixed number of iterations occur within
each time-step, thus 3 iterations were deemed appropriate in
our context. As a result, newly obtained hidden states are in-
tended to propagate only during the next timestep for seg-
ments more than 3-hops away.

5. RESULTS

5.1. Next timestep Prediction

As a first test of performance, we predict speeds in the im-
mediate next timestep, at a distance of up to 3 hops (3 bus
stops) away. This is approximately 1 kilometer. In this, we
show the performance of each model in predicting the traf-
fic speed in the test segment, 10 minutes (i.e. one timestep)
ahead, given 4 hours (24 steps) of prior history. Performances
are compared across a simple linear regression model with
a bias term, the Mixed-Adjacency RNN (MXRNN), and our
proposed Message-Passing RNN (MPRNN), and two state-of-
the-art methods that employ Graph Convolution Networks, all
trained and evaluated with history length 24.

As shown in Table 1, the MPRNN performs very well
with a Root Mean-Squared Error (RMSE) of 0.272 mph with
input from up to kK = 3 neighboring hops, while the naive
LSTM approach, MXRNN, is comparable for low k, but then
rapidly degrades in performance, indicating a lack of ability
to predict at farther locations. The GCN [17] is a simple GCN
that is used for supervised learning, and the ASTGCN [6] is
a very recent work that beat many other state-of-the-art meth-
ods in traffic flow prediction’.

!"Traffic flow prediction is a different problem that traffic speed prediction;
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Model k=1 k=2 [ k=3 | k=4
Root-mean squared error (RMSE) (mph)

MXRNN | 259416 | 2.71+1.5 | 2.74+1.8 | 2.85+1.2
MPRNN | 1.83+0.3 | 2.13+0.5 | 2.2940.6 | 2.35+0.6
Pearson Correlation Coefficient (PCC)

MXRNN | 0.59+0.0 | 0.53+0.1 | 0.47+0.1 | 047 +0.1
MPRNN | 0.76 £0.0 | 0.64+0.0 | 0.51 £0.1 | 0.43 £+ 0.0

Table 2. Forecasting performance for increasing hops k =
1...4 averaged across 47 graphs which consist the traffic
graph of Manhattan. Variance is reported over the individual
graphs.

Model [ k=1 | k=3 | k=5 [ k=7 [ k=9
Root-mean squared error (RMSE) (mph)
MXRNN | 3.06 | 3.28 | 4.41 | 5.24 | 4.27
MPRNN | 2.75 | 3.26 | 3.25 | 3.27 | 3.24

Pearson Correlation Coefficient (PCC)
MXRNN | 0.37 | 0.33 | 0.34 | 0.01 | 0.08
MPRNN | 0.50 | 0.30 | 0.19 | 0.16 | 0.13

Table 3. Forecasting error for a broader range of hops k =
1...10 for a the single segment plotted in Figure 1 (the inter-
section of 54th St and 7th Ave)

The best-fit error rates are obtained by MPRNN, consis-
tently demonstrating error lower than the other methods. It is
noted that the MXRNN shows a sharp degradation at & = 3.
While an outlier, the inconsistency in prediction behavior be-
comes much more apparent in forecasting where the MXRNN
exhibits higher error rates with high variance. In general, we
attribute the improvement in prediction to the regularization
introduced in message-passing as spatial consistency is main-
tained along the true layout of traffic. This type of regular-
ization is achieved by the graph convolutional approaches as
well, which are also resilient to the addition of more hops in
the input. In fact, the ASTGCN performs better as more hops
are added. But the problem appears in forecasting, which is a
much more expensive computational operation, owing to the
number of parameters and variables involved. Thus the GCN
based methods, which are much more complex than the other
methods, take prohibitively long times to produce forecast-
ing results, and hence we do not consider those results in our
comparison.

For all implementations, we experience a tradeoff in accu-
racy when training for larger k-hops. At the benefit of observ-
ing information from more segments, the number of param-
eters increase and the training objective requires the model
to fit neighboring data measurements. However, despite this,
benefit of training for larger k enables forecasting over much
broader segments of road.

flow refers to volume of traffic

5.2. Forecasting

Forecasting performance for subgraphs in the directed traffic
graph of Manhattan are assessed given known values at entry
and exit nodes. Experiments are performed for varying sizes
of the subgraphs of hops £ = 1...3 where the tested mod-
els must propagate known observations over an increasing se-
quence of intermediate segments for which observations are
not available. All forecasting errors were assessed for the re-
served period of 18 days. Table 2 shows the forecasting errors
(RMSE) across all subgraphs in Manhattan for £k = 1...3.
In addition to the RMSE metric, the Pearson Correlation Co-
efficient (PCC) [18], which characterizes the quantifies the
correlation between the predicted and real values, is shown.
For one specific segment, we also show the errors for larger
values of £ up to 9 in table 3. For the first available time step
of each day, both MXRNNs and MPRNNs were initialized
with zeros (mean of random initialization during training).
Forecasting then proceeded for all subsequent traffic speeds
throughout the day until the last available measurement.

As can be seen from the tables, the MPRNN outperforms
the MXRNN in all cases, and particularly when using larger
number of hops. While the ability to forecast future values
degrade for all models, there is a more gradual degradation
in error for the MPRNN (Table 3), where for hops £ = 9,
the MPRNN still maintains an RMSE of 3.24 mph while us-
ing the MXRNN produces an error of 4.27 mph with indica-
tions that error will continue to increase with more hops. We
reiterate that the MPRNN architecture only defines message
propagation which is consistent with the spatial layout of the
traffic graph, as opposed to MXRNN which is not regularized
by spatial information and thus defines arbitrary correlations
with fully-connected layers over any input measurements.

6. CONCLUSION

Highly parameterized neural nets have been applied success-
fully to data that is sporadic and unidimensional, but abundant
and easily collected at the same time. We examine historical
travel data of public transit vehicles in New York City which
currently sees use solely to check bus arrival times for com-
muters. We aggregate bus speeds into a traffic segment graph
that represents the relationships between road segments. The
MPRNN architecture is defined on the graphical representa-
tion of traffic flow which leverages the interaction between
pairs of traffic segments where flow patterns of individual
segments are subject to highly variable factors. Forecasting
performance is assessed on traffic segments spanning the en-
tirety of Manhattan. Benchmarks are presented in fine tuning
and in close comparison with a more naive implementation
of MPRNN, called MXRNN, resulting in a final model which
produces meaningful forecasts several hours ahead in time.
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